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Abstract: When access to natural speech is limited or challenging, as is the case for people
with complex communication needs, self-created digital film can be practical to use as
one of the resources within a multimodal conversation about a personal experience. The
detailed and contextual information such audiovisual media offers with today’s available
technology may assist the utility of other communication modes, such as (computerized)
spoken, written or signed language, to foster mutual understanding and story growth.
To promote the use of self-created film, here named a personal-video-scene (PVS), in the
practice of augmentative and alternative communication (AAC), a greater understanding
is required of how such media can operate as a resource within social interactions, such as
daily conversations. This study therefore introduces a multimodal coding model developed
to study the employment of a PVS within a film-elicited conversational narrative, relating to
four aspects of conversational control: (a) topic development, (b) conversational structure,
(c) conversational repair and (d) conversational maintenance. A case study illustrates
how the use of a PVS in story-sharing was instrumental in establishing common ground
between narrators, boosting the frequency of comments and questions, mitigating instances
of conversational repair and expanding topic development.

Keywords: self-created film media; multimodal coding model; conversational narrative;
complex communication needs; augmentative and alternative communication

1. Introduction
A face-to-face conversational narrative is co-constructed by all conversation partners

present, i.e., narrators who influence the storyline utilizing a multimodality of commu-
nication resources (e.g., gestures, language and images), though in practice it is often
dominated by the spoken word [1,2]. Engaging in conversations to share personal experi-
ences is a process of interrelated emotional, linguistic, social, language and narrative skills
(e.g., recalling, describing and retelling experiences) [3–5]. Theories of social semiotics and
visual anthropology suggest that individuals are sign-makers who create and use the most
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suitable semiotic resources to share their experiences and thoughts [6,7]. Story-sharing
occurs through the production of signs, which takes place through social interactions, such
as a multimodal conversation [7].

Today, digital media, such as film, are more often used to augment face-to-face con-
versations in private, educational and research settings [8,9]. These images, adopted as
resources, do not stand alone, but instead are part of interactions to construct narratives,
conveying the thoughts, ideas and emotions represented by the images. In visual an-
thropology, this means of integrating images within conversations is referred to as film
elicitation [10,11]. Through the collaborative viewing of a film, narrators can pinpoint
and refer to a specific film frame [12,13]. An object, action or person in the film may
become a shared referent when mutually recognized by narrators, which can then be
used to augment/clarify communication, bolstering joint attention and promoting story
growth [14,15]. When participants create and share their own films, the conversation
can become even more personalized, a procedure grounded in another established visual
anthropology method known as participatory film [16]. By making choices during filming
and film-editing, participants can create their own personal media resources captured
from their own perspectives to share experiences [17,18]. The combination of participatory
film-making with film elicitation may enhance multimodal story-sharing for everyone but
especially for individuals with complex communication needs (CCNs), who can experience
particular difficulties with spoken or written language [9,19].

People with CCNs have limited or no natural speech, which may challenge them in
expressing themselves easily and being understood by conversation partners. They may
benefit from access to augmentative and alternative communication (AAC) technologies,
such as a speech-generating device (SGD), and other solutions to express themselves, with a
range of resources such as (computerized) spoken, written and/or signed language, sym-
bols and images [20,21]. Aided narrators often use only single-word or truncated utterances
and seldom engage in spontaneous conversations to share a personal experience, since
they are challenged by linguistic structures, time, power imbalance, underestimation and,
for those who use high-tech AAC supports, unwieldy technical interface designs [4,22].
As a result, they may struggle to share personal experiences in spontaneous daily conversa-
tions [23,24]. To assist aided narrators, natural (typically) speaking conversation partners
may dominate, asking limiting yes/no questions, or questions for which they already know
the answers, in a way that takes the lead in the storytelling [25]. If the exchange of personal
stories becomes uncomfortable, due to time pressures or miscommunication, aided narra-
tors may withdraw from these important social interactions [4]. Such experiences can lead
to social isolation, limiting opportunities for aided narrators to develop their language and
narrative skills as conversationalists and potentially hindering personal development [26].

New audiovisual technologies and media resources, such as film, may assist an
aided narrator in making these social interactions more enjoyable and in parallel develop
multimodal literacy skills [27,28]. In recent years, audiovisual media have become more
accepted and the associated technologies (e.g., mobile phones, iPads and tablets) more
accessible and available, including to film-/sign-makers who require assistive technologies
related to motoric disabilities [23,25]. Several AAC studies have shown the efficacy and
potential of such media in supporting learning activities [11,29]. However, videos and
photographs adopted in AAC practice are typically captured, created and prepared by
individuals other than the aided narrators themselves, often in combination with prepared
spoken/written texts. While these resources may provide the visual context of an event
to render it more understandable, they seem less conducive to supporting a conversation
about an aided narrator’s personal experiences. These images and texts, prepared by others,
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may lead the conversation in a direction that diverges from that intended by the aided
narrator [30].

Narrators/sign-makers who rely on AAC often demonstrate agency in finding creative
resources, such as finger-/eye-pointing to an object in their environment or in an image
from a past event [23,31]. By capturing, editing and using their own self-created films as a
resource, named here a personal-video-scene (PVS), narrators with CCNs may exert more
agency and control in their conversational narratives [18,19]. Conversational control can be
reflected in the following: (1) the capacity to initiate or sustain a topic (topic development)
(2) with verbal and nonverbal communicative expressions, creating comments and ques-
tions (conversational structure), which (3) must be understood by co-narrators to create
common ground (conversational repair), a necessity for (4) maintaining a conversation
(conversation maintenance) [32,33]. In the following paragraphs, these four components of
conversation control are discussed in more detail, related to self-created digital film, a PVS.

1.1. Topic Development

A conversational narrative is an interactive process where topic development is ac-
complished by investment from all interlocutors [1,33]. This process of story growth relates
to conversational control, since each narrator needs the technology, resources, space and
time to initiate and sustain a topic, a subject or theme of conversation. The availability and
type of resources may influence the process of topic development [7]. A PVS, displayed
on the screen of a phone or TV, can offer contextual and detailed topic information of a
past event, such as people in attendance, objects, locations and actions, to initiate or sustain
topics. Effectively, the PVS is a compilation of pre-selected topics, captured and prepared
by the aided narrators themselves, which may assist all narrators in the construction of
questions and comments.

1.2. Conversational Structure

A conversational narrative is a construct of multiple discourse units (DUs), which are
defined by Light [5] as any communicative act initiated within the context of a conversa-
tional narrative—verbal, visual or otherwise. Each DU may consist of single or multifarious
semiotic resources such as (computerized) spoken, written, manually signed, finger-/eye-
pointing, symbols or images (moving or static) such as the PVS, which can merge to form a
multimodal whole [7]. These DUs may be employed by narrators to construct comments
and questions, underpinning the conversational structure [33]. The availability of a mul-
timodality of resources may provide narrators with more control in the construction and
expansion of types of comments and questions. A PVS can be employed as (1) a DU in
itself or it can (2) be part of a DU, such as a comment and/or question, which in all cases
need to be understood by all interlocutors.

1.3. Conversational Repair

The co-construction of a conversational narrative develops through the mechanism
of a clarification of each DU (e.g., comment or question), to establish common ground
between interlocutors [8,34]. Evidence of common ground is provided by indications of
mutual understanding, such as verbal or nonverbal confirmations or a DU which refers
to, or incorporates, the shared information [14]. A narrator’s DU may become a hint if
it is not understood by a co-narrator, who may then provide suggestions or guesses [35].
At that moment, a repair framework may be activated, which is referred to by Laakso and
Klippi [32] as a hint–guess sequence (HGS). A HGS may end in either a communication
breakdown (no mutual understanding) or a confirmation from the (aided) narrator that
mutual understanding has been reached. A quick yes/no request for confirmation that
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a DU has been well (linguistically) understood is defined by Clarke and Brennan [14]
as backchanneling.

The PVS’s audiovisual footage may offer narrators more control in this reciprocal process
of calibration and fine-tuning, boosting mutual understanding to sustain a conversation.

1.4. Conversational Maintenance

Clark and Brennan [14] described obstacles in grounding in relation to the common
principle of “least effort”, which is complicated by time pressures and errors, affecting
conversational maintenance. The availability and employment of semiotic resources, each
with their own qualities and limitations, influences the interactions of a conversation [7].
As a referent, the PVS, viewed by all interlocutors, can potentially become the focus point
of joint attention, assisting in the grounding process [31]. Joint attention is not simply
the viewing of the film on a screen, but it implies that narrators have achieved enough
overlap to construct a convergent shared space [36]. Evidence of joint attention is observed
when narrators employ or refer to the PVS with(in) a DU, followed by a confirmation that
mutual understanding has been reached [15]. Emotional (non)verbal expressions such as
laughter or encouraging utterances such as “aha”, in combination with the PVS’s observed
information, may assist in building a shared space to maintain a conversation.

2. The Aim of the Present Study
Daily social interactions and multimodal conversations entailing topics small and

large are essential for building connections and fostering personal, social and multimodal
literacy skills [25,27]. The multimodality of resources employed during social interactions
between people is the dynamic that enables the construction of meaning [7]. Aided com-
municators often do not have access to natural speech and compensate for this deficit by
adopting the richness of a multitude of technologies and resources such as gestures, sounds,
movements, (computerized) spoken/written language, gestures and—with our current
research—the audiovisual information of the PVS. The focus is not on the resources as
stand-alone communicative acts but how—in concert—these multimodalities influence
the dynamics of an aided conversational narrative. Drawing on theories and methods
from the fields of AAC, social semiotics and visual anthropology, a method called Film as
Observable Communication (FaOC) was developed during the research project “My Film,
My Story” [19]. The FaOC method is a practical multimodal literacy tool to assist children
and adults with CCNs to create and use their own self-created films, PVSs, as a resource in
their daily story-sharing, at school and at home. A multimodal transcription format was
developed to document and study a film-elicited conversation.

Recently, we described the theoretical background and the practical application of
the FaOC method to create, use and transcribe self-created film media as a resource in
daily story-sharing, in a tutorial paper (see [19]). The purpose of the current study is to
examine in more detail how self-created film media, a PVS, produced though audiovisual
technology by the aided narrators themselves can assist in social interactions, such as a
multimodal conversational narrative.

This paper uses a case study methodology to describe the following:

1. The process of creating and using the PVS in a film elicitation conversation;
2. The multimodal transcription and coding model used to study this process of aided

sign-making and story-sharing, in relation to the four components for exercising
agency and control: topic development, conversational structure, conversational
repair and conversational maintenance [32,33].



Multimodal Technol. Interact. 2025, 9, 25 5 of 25

3. Method and Materials
The current case study is part of a larger research project “My Film, My Story”, which

took place between 2012 and 2024, in eight special education schools and rehabilitation
centers in the Netherlands [16,19]. The developed FaOC method was employed during
the project to assist children and young adults with CCNs to produce and use a PVS as a
resource for daily multimodal story-sharing about their experiences, at home and at school.
More information about the FaOC method including the FaOC website and the “My Film,
My Story” project can be found in Appendix A.

In this study, we focus on one of the project participants, named Mike, who created a
PVS about his school trip to the Steamship Rotterdam and used it for story-sharing at home.
To preserve anonymity, a pseudonym is used in place of the participant’s actual name.

3.1. Participants

Mike is a 17-year-old boy with severe speech and physical impairments resulting
from cerebral palsy (bilateral dystonia). He lives at home with his sister and mother,
who are both skilled at interpreting Mike’s vocalizations, gestures and facial expressions,
which he uses in addition to his high-tech AAC device. Mike attends a special school for
children with disabilities. Mike has low muscle tone, experiences problems with motor
planning, has limited natural speech and is unable to walk. For the past decade, he has
used an electric wheelchair for mobility and a high-tech AAC device for communication
(Tellus 4 with Mind Express) mounted on his wheelchair, both of which he controls via a
joystick. Mike himself, his school support team and his family indicated that his cognitive
abilities were consistent with his chronological age, yet he experiences severe difficulties
with his spoken language and literacy. According to his teachers and speech language
therapist, Mike possesses greater skills than his traditional school test scores suggest, since
his CCN makes it challenging to assess him accurately, a problem acknowledged in prior
studies (e.g., refs. [4,37]).

Mike, his parents and his teacher described how daily conversations typically com-
mence, with minimal topic development and repair required to reach mutual understand-
ing. After school, he is typically brief in sharing his experiences, and it is most often
his mother who asks (yes/no) questions to gain a better understanding of his day. Mike
prefers to make brief comments (2- to 3-word sentences) and loves to make jokes, using
his high-tech AAC device, but he prefers natural speech/sounds and gestures/miming.
Mike expressed concerns as to whether others recognize his intellect, since he experiences
significant difficulties in establishing understanding when interacting with unfamiliar
communication partners. He reported that building new relationships, and befriending
others, is complicated.

3.2. Ethics

Mike and his co-narrators were briefed before and during the commencement of the
project and each video-recorded session. Each narrator was free to cease participation or
stop a session if they felt uncomfortable at any time. Mike and his co-narrators had all
worked with, and been video-recorded by, the first author during previous encounters
and were thus accustomed to her presence and being filmed. All narrators were familiar
with the processes of the observation through the distribution of information sheets and
organized briefings in person and had access to all recordings and transcripts. In this
participatory research project, the participants had the role of co-researchers in the design
of the FaOC method. Informed consent was obtained from all participants, including
GDPR permissions approved by the Ethical Board of Social Science, Radboud University,
Nijmegen, the Netherlands, ECSW2015-0903-301 Legel-Steenbergen.
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3.3. Setting and Materials

The FaOC method was employed by Mike to create and use his PVS in story-
sharing, taking place in multiple settings. Following a preparatory session at Mike’s
school, the FaOC method procedure was implemented according to Grove’s story-sharing
model [25], which includes three steps: (1) filming the PVS at the steamship location
(story capturing); (2) editing the PVS at school (story preparation) and (3) sharing the PVS
at Mike’s home (story-sharing). The FaOC procedure steps are described briefly below,
but more extensively in the Results Section. There is no protocol for creating and sharing a
PVS, allowing freedom of choice for the (aided) film maker and their co-narrators.

Preparation and Procedures

Before commencing the self-created film process, there was a test–train–try phase
to familiarize Mike with the audiovisual technology required to create the PVS, thus
ensuring he had full technical access and control. This took place at his school. Mike’s
electric wheelchair provided a suitable platform to secure an iPad with a tripod. Using an
interface connected to his wheelchair joystick, Mike was able to switch the iPad camera
on and off. He used the same joystick, with a Bluetooth interface, to access an Apple
MacBook Pro equipped with Final Cut Pro X video editing software version 10.4. During a
one-day workshop at school on the FaOC method, Mike practiced filming and editing
(see Appendix A).

The procedure consisted of the following three steps:

1. Filming. During a school trip, Mike visited the Steamship (SS) Rotterdam. He captured
his film story elements from his perspective, using his iPad;

2. Editing: Mike prepared his PVS by selecting and editing his film footage at school;
3. Story-sharing: Mike shared his experience on the ship during a film elicitation conver-

sation with his mother, a family friend and his sister at home, while they watched the
PVS on a TV screen.

3.4. Research Design and Data Collection

The data for this case study were collected through ethnographic fieldwork, includ-
ing ethnographic filming, fieldnotes/diaries and participant observation, to describe the
three steps of the FaOC method for film/story production. The focus of this paper is the
conversational narrative. However, an insight into the creation of a PVS is included to
demonstrate how the aided film-/sign-maker’s choices during filming, selecting and edit-
ing are part of the story-sharing. The film-elicited conversational narrative between Mike
and his co-narrators was recorded on video to allow for transcription/coding procedures
using the FaOC transcription format [19].

The conversation began in the usual manner for Mike and his family, without the PVS,
although the film resource was available from the start. Each narrator could choose to use
the PVS by simply starting the film on the screen. The incorporation of the PVS created two
distinct phases of the conversation, without and with the PVS. Analyzing the conversation
in these two consecutive parts was necessary to document the unfolding dynamics under
the same conversational circumstances. This paper does not aim to establish causality,
but rather to explore the use of personal film footage as a supporting resource during a
conversational narrative.

The first author video-recorded the conversation using a single camera (Sony HDR-
FX1) positioned at a wide enough angle to frame both the narrators and Mike’s PVS on
the screen. The conversation was then transcribed, coded and analyzed using an Apple
MacBook Pro, with Microsoft Excel and Matlab R2020b to generate graphics. The first
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author’s role as an ethnographic researcher and the research methods deployed are detailed
in the Author Contributions section provided at the end of this paper, and in Appendix A.

3.4.1. Transcription

The multimodal FaOC transcription format [17,19] was used to transcribe the film
elicitation conversation, which is here briefly summarized as follows (see Appendix A).
Two types of video footage were transcribed:

1. The conversation video-recorded by the researcher.
2. The PVS created by Mike.

Since moving images remain challenging to include in a transcript, still frames (screen-
shots) were captured and used. As described earlier, the discourse unit (DU) was selected
as the basic unit of transcription and analysis, to display all communicative acts initiated
within the context of a conversation, which may consist of single or multifarious resources
such as spoken, written, manual signs, finger-/eye-pointing or an image, such as the
PVS, that develops or sustains the topic of conversation, assists with conversational repair
or facilitates maintenance of the conversational flow (conversational control) [5,33].

Two separate transcripts were prepared from the same conversation, without and
with PVS support, each with their own timeline, to make further conversation analysis and
comparison possible. The FaOC transcript format, shown in Figure 1, consists of an image
timeline, incorporating nine columns. The first, Column 1, is a timeline (min. s), which
is activated at the moment one of the narrators makes or adds a verbal or nonverbal DU.
Column 2 includes the still frames of the video-recording of the conversation, and Column
3 a still frame of the PVS. These PVS frames are included in the transcript, when one of the
narrators includes or refers to the PVS in a DU, such as making it part of a comment or ques-
tion or by finger-/eye-pointing to the screen. Column 4 identifies who is communicating
or the PVS itself.

Figure 1. Transcript-coding format.

What is expressed by each narrator is documented as a DU in Column 5. A short
description of the PVS frame is also documented in this column. Each DU is articulated
with the terminology and notation defined by von Tetzchner and Basil [21]. Since none
existed for a PVS, the following symbols are introduced: «a brief description when the PVS
is running» and <a brief description of the PVS when it is paused>. Column 6 displays
all the communicative resources used by name, e.g., gesture (g) and audiovisual resource
(avr). Column 7 includes the coding of the still PVS frame displayed in Column 3. Column
8 includes notes on narrative insights’ (sub)topics. Column 9 displays conversational
maintenance, observed in any expression (e.g., laughter), which is explained in more detail
in the next paragraph.

The conversation was transcribed by three independent transcribers, one of whom
had prior familiarity with Mike’s modes of communication. Differing descriptions or
interpretations were discussed until a consensus could be reached, to deliver an agreed
transcript. For validation purposes, Mike and his mother were given the opportunity
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to read and observe the conversation recording and transcripts. They acknowledged
appreciation for this approach but had no comments to add to the content.

3.4.2. Coding

After consensus about the conversation transcript was reached between the three
raters and agreed upon by Mike and his mother, the transcript was coded. Each DU was
coded in relation to the four components of conversational control, according to Müller
and Soto’s [33] classification.

Topic development: Topic development (Column 10) was coded as an ongoing syn-
chronous topic versus a newly introduced asynchronous topic. To observe this process and
be able to code whether a topic is new or sustained may require some finesse. The moment
a novel topic, named an asynchronous topic, is introduced may be clear, but when the
topic is discussed in more detail or with related stories (relevant to the topic), it can become
open to multiple interpretations. The continuation of the same topic was encoded here as a
synchronous subtopic. During transcription, both topics and subtopics were descriptively
documented with keywords in Column 8.

In brief, topic development codes are as follows:

1. A new topic, asynchronous topics (a);
2. The sustainment of a topic, synchronous subtopics (s);
3. If non-related topics were discussed, they were coded as off-topic (ot).

Conversational structure: Conversational structure was coded as a question (oblige)
or comment, in Column 11. In brief, a question is a request, an obligation (oblige), for an
answer or a comment. The separation between questions and comments was typically
straightforward to identify, for example, by the presence of a question mark. Still, in some
cases, it was more challenging to code: for example, to identify a nonverbal DU (as AAC
users often adopt), when a question or comment related to earlier contributions or when
a reciprocal comment/question was made. Each question or comment was placed into
different categories, as displayed in Column 12. Questions were divided into two categories:
(1) a yes/no (closed) question, which elicits a yes/no answer, and (2) an open question,
which elicits extended or more detailed answers. Comments can be summarily divided
into three categories: (1) a yes/no answer; or (2) a solicited (information) comment, which
is solicited by a comment or a (open or yes/no) question, and (3) an unsolicited comment,
which is not triggered by a preceding question or comment. A yes/no question and related
yes/no answer may look simple yet may have diverse functions, such as (1) a typical
yes/no answer out of interest or (2) a quick double check/request for confirmation related
to an expressed DU (e.g., comment) or backchanneling (see Introduction).

Conversational structure codes are as follows: question/oblige (O); open question
(OQ); yes/no question (YNQ); comment (C); yes/no answer (YNA); solicited (si) or unso-
licited (ui) comment.

Conversational repair: Conversational repair, in Column 13, displays the coding of
a hint–guess sequence (HGS). The HGS is triggered by a hint from the aided narrator,
followed by (multiple) guesses from the co-narrators, and it ends with either a positive
confirmation or communication breakdown. In some situations, the confirmation may
come after multiple conversational turns (e.g., DUs, sentences, sounds, laughter) later
during the story-sharing, for example, when the PVS displays the information required to
reach mutual understanding.

The codes of repair, displayed with HGS, are as follows: hint (h), guess (g), communi-
cation breakdown (bd) and, most importantly, confirmation (cf).

Conversational maintenance: Last is conversational maintenance in Column 9, which
is also discussed in the Transcription Section. Resource use (e.g., spoken or signed language,
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finger-/eye-pointing, gestures, images) and emotional expressions or filler utterances, such
as “oh, aa”, (e.g., smiling, laughter, sounds) may be subtle and open to multiple interpreta-
tions. Still, these verbal and nonverbal expressions were included in the documentation,
since they can influence the flow and maintenance of the conversation. Often, it is more an
emotional sense of positivity or negativity, remaining too subjective to describe or code.

No coding acronyms were utilized, since expressions were written out in full.
PVS code: The PVS was included in the transcript as a DU when one of the narrators

incorporated or referred to it with a DU (e.g., comment/question), employing verbal or
nonverbal resources [19]. The PVS was coded as an asynchronous (a) topic when its use
prompted a new topic or as a synchronous (s) subtopic when the same topic was sustained.
The PVS was coded as either an “unsolicited (ui)" or “solicited (si)" comment, depending on
how the PVS was utilized. For example, when one of the narrators was browsing through
the film for a specific scene to give an answer or comment to a previous comment (C) or
question (O), it would be coded as a solicited comment. The PVS was coded as a hint (h) by
the aided narrator, followed by the guesses (g) of co-narrators, activating an HGS to reach
common ground. For more narrative insight, each PVS still frame was coded, in Column 7,
using the visual grammar model of Kress and Van Leeuwen’s [38], such as a person (p),
action (a), object (o), details (d) or location (l).

3.5. Data Analysis

The first step in the data analysis, after transcription and coding, was counting each
observed DU produced by each narrator, related to the following:

1. Topic development: the number of asynchronous and synchronous units;
2. Conversational structure: the number and type of questions (obliges) and comments;
3. Conversational repair: the number of hints, guesses and confirmations/breakdowns

after an HGS;
4. Maintenance and resource use: the number of resources used by the narrators and

instances of emotional expressions.

To gain some insight into the narrative content, a descriptive overview of the
(sub)topics of the conversation, including those visible in the PVS, was made feasible.
The second step of the analysis was to describe the difference, without and with PVS
support, related to the four components of conversation control.

Inter-Rater Reliability

Three trained transcribers/coders (Raters 1, 2 and 3), the first author and two Master’s
students in pedagogical/social sciences transcribed and coded the conversation. An ad-
ditional transcriber/coder (Rater 4), an experienced speech–language pathologist with
experience working with children who use AAC, coded the HGS sequences. Coding an
HGS is complex, since the content and resource use needs to be understood in detail, both
technically and linguistically, as interactions can be very subtle. For example, a hint could
be given with a small gesture or a wrongly spelled word.

An independent statistician analyzed the coded conversational narrative, as related
to the presence or absence of PVS use. Inter-coder reliability was calculated using Krip-
pendorff’s Alpha [39]. In total, two comparisons were made from the coded transcript,
without and with PVS use. The lowest value for KALPHA = 0.97 (see Table 1). The inter-
coder reliability for Rater 1 and Rater 4 coding repair is lower than that for the remaining
three raters (1, 2 and 3), coding topic development, structure and maintenance, but it
remains high.
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Table 1. Inter-rater reliability topic development, conversational structure, HGS.

Rater 1 vs. Rater 2 vs. Rater 3

General analysis KALPHA 95%CI 95%CI N N N

LB UB (units) (observers) (pairs)

Mike without PVS 0.9865 0.9783 0.9933 23 3 69

Mike with PVS 0.9816 0.9724 0.9894 24 3 72

Hint–guess sequence

Rater 1 vs. Rater 4

General analysis KALPHA 95%CI 95%CI N N N

LB UB (units) (observers) (pairs)

Mike without PVS 0.9760 0.9281 1 4 2 4

Mike with PVS 0.9671 0.9146 1 6 2 6

4. Results
The findings of this qualitative descriptive case study are presented in two sections.

The first section provides a detailed description of the three procedural steps of the FaOC
method: (1) capturing (filming) story elements, (2) preparing (selecting/editing) the PVS
and (3) sharing the story using the PVS. The second section presents the results of the
analysis of the film-elicited conversational narrative, with a focus on conversational control,
both before and after the deployment of the PVS.

4.1. The Three Steps of Film/Story Production
4.1.1. Step 1: Story Collection and Filming

During the filming, Mike used an iPad to capture the audiovisual details and con-
textual information of his visit to the SS Rotterdam. He selectively filmed by turning the
camera on and off through an interface and a control button connected to the iPad, carefully
choosing subject matter and how he wanted to film. While operating the camera, he made
specific visual framing choices by maneuvering his wheelchair in reverse or raising and
lowering the chair, to capture close-ups and widescreen shots.

Mike filmed in detail the decoration and interior of the rooms of the ship, such as
the dining room, ballroom and theater. Over the course of his 8-h visit, Mike captured
the moments that most interested him in two hours of film. Even though it was Mike’s
first film event, he was meticulous in his choices about what, how and when to film. He
demonstrated confidence in the process, methodically capturing those images that mattered
to him and his personal narratives, displaying significant discipline.

4.1.2. Step 2: Story Preparation and Film Editing

During the story preparation phase, Mike carefully selected and organized, through
film-editing, the narrative elements from his two-hour film footage into a 25 min film,
identifying the most significant aspects ((sub)topics) he wanted to share from his per-
spective. The editing process, which was conducted at school, required four hours of
focused attention. Mike reported enjoying this phase of the process, which allowed him
an opportunity to reflect and prepare for the upcoming conversation with his family. He
showed confidence in his ability to select the scenes that best illustrated his experience.
However, while being generally satisfied with his final product, he regretted not filming
certain details, such as the lunch or the bridge to the ship, which at the time he thought
were not essential for his story.
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4.1.3. Step 3: Sharing the Story

The story-sharing took place at Mike’s home, with his mother, sister and a family friend
present (i.e., co-narrators). They gathered around a television screen, where they could view
the PVS while simultaneously observing each other. The co-narrators were aware of where
Mike had been for his experience, as per the consent agreement, but the specific content of the
PVS remained unknown to them. The conversation began with Mike introducing the visit to
the SS Rotterdam. Mike and his co-narrators were able to start, stop or rewind the PVS at will.
Mike would signal when he wanted to start and/or pause the film by raising his arm, as he
was unable to operate the remote control by himself. The topics and subtopics observed in the
PVS developed rapidly at times, which made it challenging for narrators to pause at a specific
frame in order to construct a comment and/or question. Narrators occasionally returned to
earlier moments in the film, rewinding to review details for clarification. Communicating
during the film’s playback was challenging at times, as moments could be missed and/or
narrators could experience an overload of information. The conversation lasted about an hour,
which is described in more detail in the following section.

4.2. Film-Elicited Conversational Narrative

To explore the dynamics of the use of a PVS in relation to the four components of
conversational control in more detail, the conversational narrative between Mike and his
co-narrators was recorded, transcribed and coded. The conversation began without PVS
support and continued with PVS support the moment that Mike started to playback his
film. The results are illustrated with the support of several tables and figures: (a) DUs
coded according to the four components of conversational control are displayed in Table 2,
with corresponding graphical sketches in Figure 2; (b) an excerpt of (sub)topics is displayed
in Table 3 and Figure 3; and (c) an illustration of multimodal resources adopted by Mike
during the conversation is presented in Figure 4. All figures and tables are provided
in higher resolution online as an infographic, available at the accompanying website
(see Appendices B–D).

Table 2. Four components of conversational control without and with PVS.

Conversational Narrative Mike

Without PVS With PVS

Conversation time (min, s) 14.20 37.47

Employing PVS 100

Coded DUs (Mike) 33 262

Coded DUs (co-narrators) 83 679

Asynchronous (Mike) 7 11

Asynchronous (co-narrators) 8 129

Synchronous (Mike) 13 125

Synchronous (co-narrators) 66 548

Yes/no question 38 106

Open question 15 21

Solicited information (Mike) 8 27

Solicited information (co-narrators) 18 423

Unsolicited information (Mike) 0 7

Unsolicited information (co-narrators) 1 116
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Table 2. Cont.

Conversational Narrative Mike

Without PVS With PVS

Yes/no answer (Mike) 12 101

Yes/no answer (co-narrators) 1 10

HGS confirmation 2 10

HGS breakdown 2 0

Laughing (Mike) 0 18

Laughing (co-narrators) 2 5

Figure 2. Sketches of four components of conversational control.

The proportion of DUs devoted to topic development, conversational structure, con-
versational repair and maintenance, as shown in Table 2, provides an insight into how the
conversation unfolded upon use of the PVS. Figure 2, extracted from Table 2, represents
topic development (asynchronous/synchronous), conversational structure (question and
comment) and conversational repair (hint/guess/confirmation/breakdown), using colored
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dots or vertices, where the size of each vertex directly corresponds to the number of obser-
vations for the respective variable (i.e., more observations result in a correspondingly bigger
vertex). Two vertices share an edge if they were observed simultaneously and occurred in
the same line of the transcript.

Table 3. Excerpt of conversational narrative (sub)topics.

(Sub)Topics

Without
PVS

The steamboat Film, theater, view, lunch, Rotterdam

With
PVS

School trip School bus, bus driver, classmates, old ship

The steamboat In the boat itself, the size of the boat, the floors,
the stairs

Halls and rooms The hall, room, luxurious halls, library,
theater

Making a film
about the boat Eye-level film, “seen from your eyes”

Elevator Elevator doors, mirror

Deck (inside and
outside)

Spot on the deck, view, railing, front ship,
water taxi, Euromast

Cabinets and things,
interior

Lamps and glass ceiling, details of the room
upholstery furniture

Murals Murals with letters, squares, prepared for the
walls of the theater

Guide Queen’s visit, cost of decorations

Elevator 2
Elevator fit and measure, collision with elevator
door, all laughing, rear view mirror, (second)
dent, drunk

Ballroom hall
Dancing, bar, walls, murals, drawings/images,
detail/close-ups of drawings, artistic, lounge,
180 degrees

Party room disco Murals, different ceiling, sound proof

Stairs with bird images Detailed birds, fish on the banister, zoom
in on fish, ceiling design, ceiling details

Different rooms,
theme room,
favorite room

Lamps, modern room

Restaurant

Table, chairs, retro style, hall paintings,
dining room, different ceiling, 180 filmed
in detail, lights go on, confusion:
“Mike, did you put the light of the restaurant
on?”

Display cabinet SS Rotterdam ship and all details
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Figure 3. Poster scenes, transcript scenes 1, 2 and 3.

Conversational maintenance was not included in the sketches since verbal and non-
verbal emotional expressions are often open to multiple interpretations, still influencing the
conversation atmosphere. For this reason, only instances of laughter were included in Table 2.

Table 3 presents an excerpt of the (sub)topics of the conversation. All of the (sub)topics
during the conversation were directly or indirectly featured in the PVS. Figure 3 shows
coded transcript scenes to describe/display in greater detail the use of multimodal resources
and the four components of conversational control. An illustration of the multimodal (AAC)
resources Mike used during the conversation is provided in Figure 4.
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Figure 4. Illustration of multimodal (AAC) resource use.

Each DU was coded according to its relationship with the four components of conver-
sational control. Nevertheless, these components do not function independently, but rather
are interconnected and influence one another. In addition, multimodal resource use
(e.g., spoken/written/signed language, finger-/eye-pointing and the PVS) create within
one single or between multiple DUs so-called multimodal wholes [7]. To represent these
interconnections visually, a first draft of the Image–Conversation–Interaction Model (ICIM)
was conceptualized, incorporating the PVS as a resource (see Figure 5). The ICIM model
draws on the work of Kress [7], Müller and Soto [33] and Laakso and Klippi [32].

Figure 5. Image–Conversation–Interaction Model (ICIM) with PVS.

In the ICIM, the PVS is positioned in the middle, as an additional resource, becoming
one of the building blocks of the conversation, potentially influencing the four components
of conversational control. Topic development, conversational structure and conversational
repair are placed within conversational maintenance (as an overlay). Conversational
maintenance is influenced by the dynamics of the three units and the employment of
semiotic resources. In the following sections, we will describe the conversational narrative
related to the four components of conversational control, before and after the deployment
of the PVS.
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4.2.1. Topic Development, Conversational Structure and Repair Without PVS

At the start of the conversation, without PVS support, Mike initiated the topic of his
school trip by operating his SGD to type out the words: “SS Rotterdam is super big”. Later,
as can be seen in scene 1, shown in Figure 3, at 10.05, Mike responded to an open-ended
question from a co-narrator: “What could you see?”, with a solicited typed comment:
“Everything from Rotterdam”. The co-narrators followed up with yes/no questions (YNQs)
to suggest (sub)topics, such as Hotel New York and the football stadium, The Kuip. About
one-third of these questions led to a yes/no answer (YNA) from Mike. These suggestions
from the co-narrators were made to elicit further information and create common ground
for topic development. While Mike is capable of typing more detailed responses, he was
limited to YNAs in this context, particularly due to the challenges with typing speed and
grammatical accuracy.

Earlier, in transcript scene 2, at 4.51, Mike incorrectly typed: “Well guys there you had
a tatater”, which served as a hint. This prompted the co-narrators to attempt interpreting
what Mike meant using YNQs and comments (guesses), thus creating an HGS. The co-
narrators asked additional YNQs to assist in the repair and problem solving process.
After six guesses, Mike was able to confirm the intended meaning, a theater. However,
when the co-narrators inquired whether there was a cinema on the ship or if it was a
luxurious boat, the conversation stalled. It might have been that what they wanted to
know was unclear for Mike, or that he was unable to describe the situation, leading to a
communication breakdown.

4.2.2. Resource Use and Conversational Maintenance Without PVS Use

Figure 4 illustrates that Mike’s multimodal resource use without the PVS was lim-
ited, as evidenced by the lower number of DUs in. Although Mike used his high-tech
AAC device slightly more frequently (in number of turns) without the PVS, his use of
natural speech and gestures (his preferred modes of communication) was very restricted.
The conversational breakdowns and relatively long moments of silence without PVS sup-
port seemed to influence the conversation maintenance and the overall atmosphere in a
negative way. Mike became frustrated when he was unable to describe what he saw on the
ship or when his typed words were grammatically incorrect, as demonstrated in the scene
“Tatatater” (scene 2, in Figure 3). Additionally, prior to PVS use, all narrators displayed
fewer instances of laughter, even though Mike enthusiastically started the conversation
with the typed words “I have two hours of film”.

4.2.3. Topic Development, Conversational Structure and Repair with PVS Use

After 14 min of conversation, Mike activated his PVS, making it available as a resource
for all narrators. As shown in transcript scene 3, he paused the PVS to initiate a new
topic with his SGD: “That is the deck”. “That” directly referred to the PVS, using the
audiovisual resource as a referent. The co-narrators used a YNQ to confirm with Mike that
they understood him and his (PVS) comment correctly. These YNQs with PVS seemed to
function more as backchanneling than repair. Many YNQs were asked, with the equivalent
number of YNAs by Mike. At 12.39, when the PVS displayed « Driving on the deck», Mike
raised his arm to signal a pause in the film. He then contributed to the image by typing: “I
was looking for a spot”. Instead of mentioning only “everything from Rotterdam”, as in
scene 1, triggering only YNQs, Mike now used his PVS close-ups, such as of the Euromast
and a water taxi, as referents, thereby successfully triggering topic development. Next to
the topic of the steamboat, many more (sub)topics were observed in the conversation with
the PVS, as illustrated in Table 3, initiated by all narrators. It seems that all topics, directly
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or indirectly related to the PVS, triggered DUs that allowed narrators to delve into details,
thoughts and emotions in greater depth.

4.2.4. Resource Use and Conversational Maintenance with PVS

All narrators used Mike’s PVS in combination with other resources to construct a DU,
such as a comment/question, a gesture or finger-/eye-pointing to the screen with the PVS,
creating a multimodal whole. This elaboration and enhanced intensity of resource use
resulted in approximately double the number of DUs with PVS support produced by each
narrator, as illustrated in Figures 2 and 4. Mike also increased his preferred use of gestures
and natural speech. The sentences he constructed with his SGD referenced or incorporated
information from his PVS. At 20.28 (available to view online), Mike filmed close-ups by
lowering and raising his wheelchair to capture the banister of the ballroom stairs in detail,
some small fish and a sea monster. Initially, his co-narrators responded with a joke: “Oh
are you going to take the stairs?” After Mike highlighted his intentions through close-up
imagery and finger-pointing at the screen, they responded with: “Oh, there are all little fish
in the stairs”.

The PVS resource seemed to assist Mike in making his DUs clearer and the co-narrators’
guesses/suggestions more accurate, evidenced by the marked increase in HGSs, concluding
with a confirmation from Mike. These verbal and nonverbal confirmations seem to indicate
that common ground and joint attention had been reached. Each narrator shared more
instances of laughter when they were watching the PVS, and each contributed more jokes,
indicating enhanced engagement with the story. At 28.12 (online), Mike’s PVS displayed the
dining room, where the lights lit up at the moment Mike made a 360-degree recording. His
mother commented with the Y/N question: “Did you put the lights on?” Mike indicated
surprise, laughing and signing: “NO, ME, HOW?” Then, everyone started to laugh. Even
though open questions were limited in frequency during the conversation, Mike’s mother
asked Mike what he liked the most. Mike answered using a multimodal combination
of semiotic resources: “the interior” (typed/spoken words), and, with a combination of
gestures and finger-/eye-pointing, he indicated in his PVS the following subtopics: <lights,
stairway banner, walls and decorations>. He explained, again by deploying a diversity
of multimodal resources, that the ballroom with the lights, the sea monster in the stair
banister and the birds woven in the wall-carpet were his favorite places.

4.3. Summary

At the beginning of the conversation, without PVS support, limited topic develop-
ment was observed, suggesting that the narrators were restricted to the basics of the
experience. Mike introduced the main topic using his SGD, “SS Rotterdam super big”,
but his co-narrators prompted further discussion by posing questions and making com-
ments, suggesting (sub)topics. However, Mike could only respond with yes/no answers
to his co-narrators’ constructed yes/no questions. He appeared motivated, and initiated
comments, in four cases leading to an HGS, of which half led to a breakdown, since the
co-narrators seemed to lack the required information to assist Mike in attaining mutual
understanding. In brief, Mike made some important contributions before the deployment
of the PVS, but there was a tendency towards restricted topic development with fewer
DUs, a higher frequency of instances of repair (including communication breakdowns)
and limited resource use, influencing the conversation trajectory. Mike had eight DUs
in which he used his speech-generating device, without PVS support. He typed 35 clear
words, of which 10 were deemed unclear. One DU contained natural speech, although no
understandable words could be distinguished. With the available audiovisual information
of his PVS, Mike used his SGD in six DUs, with 22 clear words and 0 unclear words.
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Furthermore, he contributed 18 words using natural speech successfully in combination
with the PVS information. As is often observed with aided narrators who depend on
AAC, there is limited utility in analyzing differences in the number of spoken or written
words. Rather, it is about an evaluation of the whole process and the dynamics between
the narrators, focusing on qualitative aspects pertaining to the employment of a diverse
mix of multimodal resources to make meaning.

The conversation dynamics changed noticeably with the introduction of the PVS,
as might be the case with the addition of any new resource. When Mike and his co-
narrators incorporated his PVS into their conversation, there was a marked increase in both
new topics, from 15 to 140, and ongoing subtopics, from 79 to 673. Mike’s initiations of a
new topic increased from 7 to 11, and the number of ongoing subtopics increased from 13
to 125. All topics during the conversation were related directly or indirectly to the visit
to the SS Rotterdam. There were no off-topic exchanges, except for questions of whether
anyone wanted coffee.

The PVS, functioning as a prepared audiovisual story timeline by Mike, seemed to
assist him in initiating and sustaining the (sub)topics of his personal experience, rather
than mostly his co-narrators, as was observed at the start of the conversation without PVS.
The PVS seemed to assist Mike in employing a more diverse multimodality of semiotic
resources, to construct 262 coded DUs, compared to the 33 DUs without PVS support. Also,
his SGD-typed sentences were longer, in combination with other verbal and nonverbal re-
sources (e.g., gestures, finger-/eye-pointing, speech) and the audiovisual information of the
PVS. This increase in Mike’s DUs led to more HGSs than without PVS support, with none
resulting in a conversation breakdown. Both Mike and his co-narrators employed Mike’s
self-prepared PVS to construct comments and questions, to reach mutual understand-
ing and to initiate and sustain topics. The audiovisual information, in combination with
all other resources (eye-pointing, gestures and computerized spoken/written language),
merged into multimodal wholes. Co-narrators checked whether they understood Mike
and his PVS well by repeating his DUs in spoken words, which Mike could then confirm,
as shown in the transcript scenes provided (Figure 3).

The marked increase in YNQs from co-narrators, with PVS support, was followed by a
corresponding increase in YNAs by Mike. Still, these YNQs from co-narrators were prompts
for quick confirmation as to whether they had understood Mike correctly (backchanneling).
As a referent, the PVS seemed to facilitate the establishment of common ground and joint
attention between narrators, as observed in (1) its incorporation into, or use as, a DU
and (2) the required confirmation by Mike. Utilizing his PVS, Mike demonstrated more
frequent use of his preferred natural speech and eye-/finger-pointing to construct DUs
more successfully; since again there were no communication breakdowns, the conversation
was sustained for an hour, with more enjoyment.

In brief, the deconstruction of the conversational dynamics and the multimodal whole
of resources into separate units, for example, to count spoken words, is not the intended
goal, since narrators with CCNs have little or no spoken words. That is why the focus
of this study is upon the broader dynamics of the conversational flow. The strength of
multimodality in AAC is the synergy that results from combining diverse technologies
and resources together into a multimodal whole, which makes each individual resource
stronger in combination than when used in isolation. In this case study, the coding model
seemed to assist the capture of the conversation dynamics, first in the absence of Mike’s
self-created PVS and then with PVS support, which we interpret as promising for a novel
AAC approach—and which we hope to explore further in future research, as visualized
below in Figure 6.
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Figure 6. Aided film-/sign-makers filming and sharing their stories utilizing assistive audiovisual
technology.

5. Discussion
This paper describes a case study that introduces a multimodal coding model, devel-

oped to display and study the employment of self-created film to use as one of the resources
during the social interaction of a conversational narrative. In this case study, Mike shared
his experience of a school trip to a steamship using his self-created film, a PVS, following
the three steps of the FaOC method [19]. This study is not intended to assess Mike’s
communicative skills, but instead focuses on the social interaction and co-construction of
the conversational narrative that unfolded between him and his co-narrators, as reflected
in the conversation transcript. The goal was to explore whether self-created film, a PVS,
produced through assistive audiovisual technology, can assist narrators with CCNs in
achieving greater conversational control, as evidenced by the metrics gathered of topic
development, conversational structure, repair and maintenance [7,32]. To describe the
dynamics between the four components with the PVS, a first draft of the ICIM was devel-
oped (Figure 5), referencing the work of Müller and Soto [33]. The PVS is at the center of
the ICIM, since the film media resource appears to interact with all four components of
conversational control. Underpinned by other studies, the PVS seems to function in three
ways: (1) operating as a DU; (2) integrating within a DU and (3) prompting and assisting
another DU [7,14]. In this case study, the deployment of a PVS resulted in (1) the expanded
adoption of semiotic resources, such as finger-/eye-pointing, natural speech, computerized
typed sentences and manual signing, creating multimodal wholes [7], (2) which appeared
to boost DU generation (e.g., comments and questions) [21], (3) which, in turn, seemed to
assist in making the DUs more clear, as evidenced by fewer incidents of repair required to
reach common ground/joint attention [8,15], (4) boosting conversational maintenance and
(5) encouraging topic growth [1,23].

Mike’s PVS appeared to facilitate a more thorough exploration of topics, as its film
frames triggered (sub)topics, resulting in many yes/no questions by the co-narrators.
However, with the PVS available, the (sub)topics were prompted by Mike and his PVS,
instead of just topic suggestions via yes/no questions from his co-narrators, as observed
in the absence of PVS support. This highlights an interesting point for further research: it
seems that yes/no questions from co-narrators have at least three distinct functions: (1) to
ask a closed question: “Did you eat chips?”; (2) to initiate a (sub)topic: “Did you see the
football stadium?” and (3) to request timely confirmation, following a (PVS) comment from
the aided narrator: “Did you say/mean (that) bird?” This last type of yes/no question is
the opposite of the first and second, since the aided narrator, Mike, now introduces the
(sub)topics (via PVS), with the co-narrators asking yes/no questions for quick confirmation
to confirm mutual understanding, namely, backchanneling [14].

An HGS was initiated in the absence of a prompt confirmation, a phenomenon ob-
served both without and with the PVS. With the availability of the PVS, there was a marked
increase in DUs, resulting in many more HGSs, but with none resulting in breakdowns.
This suggests, in the case of Mike, that the use of a PVS might assist in reaching joint atten-
tion and common ground. The ability to repair communication breakdowns is identified
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by Martinsen and Von Tetzchner [40] as a foundational communication strategy that both
individuals with CCNs and their conversation partners should possess [41], alongside the
maintenance of communication, turn taking and the ability to change topics. However, it
is observed that narrators seldom spend time repairing such breakdowns, since this can
involve a considerable amount of effort [8,23]. The present study shows that the PVS may
provide conversation partners with enough detailed or contextual information to overcome
breakdowns more easily and quickly, as it might boost the combined use of multiple re-
sources and strategies by all participants in the conversation. Using the PVS improved
interactions and facilitated understanding of what Mike wanted to share, according to
his account and that of his co-narrators. This suggests that the PVS, produced through
audiovisual technology, provides richer insights into the experiences and interests of the
aided narrator, as evidenced by Mike’s documenting of interiors. Still, further research,
with a larger cohort of participants, is warranted to corroborate these modest insights and to
investigate how a PVS in a conversational narrative can lead to changes in communication
resources, topic development, conversational structure, repair and maintenance.

5.1. Educational and Clinical Implications

The PVS is not an AAC device, tool or strategy. Rather, it serves as a content and
context resource that can be used in conjunction with assistive devices and strategies
to construct a hybrid multimodal whole, multiplying the potential of AAC solutions.
To ensure the benefits of multimodality are available to people with CCNs, it seems essential
to provide them with access to a constellation of AAC assistive technology, resources and
strategies, including a PVS, as part of a holistic approach for supporting each narrator
in private, school or care settings [11,42]. Based on the findings of the present study, we
hope schools and practitioners will be motivated to expand their multimodal literacy and
AAC programs and methods by incorporating self-created audiovisual materials created by
aided film-/sign-makers [27,28]. The FaOC method can be used by AAC users themselves,
parents, teachers and speech–language therapists as a tool to create, use and explore self-
created film as a resource in story-sharing [19]. Also, the transcription-coding format
and ICIM remain under development but may assist in understanding dynamics during
film-elicited conversations.

5.2. Limitations and Future Directions

Some limitations in this paper should be recognized, closely related to future directions
for this research. First, the findings are based upon a case study and are therefore not
robustly generalizable. Second, the involvement of the first author as the ethnographic
researcher could be seen as an influencing factor of the research design and outcomes, since
this participant observation method might influence the process and outcomes. However,
given the exploratory and descriptive nature of the present study, this method also offers
the opportunity to glean close insights and build trust in the participants, to explore their
creation and resource use in sharing a personal experience. Third, the present paper focuses
predominantly on the third step in sign production, multimodal story-sharing, even though
decision-making in the creation of the PVS influences subsequent conversations. Fourth,
transcribing and coding a complete conversation of approximately one hour’s duration
elicited a large volume of data, but details may still be missed. Finally, fifth, the approach
of commencing the story-sharing in a conversation sans PVS support and subsequently
introducing the PVS upon one of the narrators’ requests has disadvantages, for example, not
accounting for extraneous influences from the first to the second phase of the conversation.
However, maintaining the same conversation setting on the same day, with the same
conversational partners, presented a chance to observe the dynamics of a conversation
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including the PVS as one of the resources. All narrators confirmed that the conversation
without PVS support was typical. The joint viewing of the PVS seemed to enhance the
conversation, generating more topics, more DUs and more laughter and supporting a
longer duration. Yet, duration remains open for discussion, since watching an entire PVS
and making oneself understood via the use of AAC takes time.

Some issues arose related to the transcription-coding processes. First, although the
goal was to record any semiotic resource, the complexity of the aided narrators’ use of
paralinguistic communication modalities could not always be registered fully on video. This
relates to the paucity of publicly available dynamic transcription formats (with moving film)
to date, which could provide a complete insight into the multimodality of the conversation.
Since the PVS is only transcribed when it prompts or forms part of a DU, a question or
comment, it is possible that other uses of the PVS are not included in the transcription. This
choice was made to describe the use of the PVS as a conscious (deliberate) action such as
employing it as a referent and/or a point of joint attention. This links to the theories of
social semiotics and visual anthropology, where a photograph or video is acknowledged as
never standing alone but rather is accompanied by a description, employing supplementary
resources such as natural/synthetic speech and signed and/or written words.

Second, coding new topics (asynchronous) and ongoing subtopics (synchronous) was
one of the challenges, similar to those identified in Müller and Soto’s (2002) study. The raters
indicated this category to be the most challenging because of nuanced interpretations, even
though inter-rater consensus remained high. The excerpt with the descriptive (sub)topics
displays some more insights but warrants further study. Also, other questions were
triggered, such as “How to code rhetorical questions?” or “How to code backchanneling?”.

Third, our FaOC transcript-coding model is an exploratory concept and requires
further research related to PVS narrative content. The transcript scenes with still frames
document these dynamics but are limited and therefore also warrant more study.

Fourth, with the introduction of a first draft of the ICIM, we hope to assist other
researchers in further exploration of the dynamics of self-created film as a resource in daily
multimodal conversations or other image resources, but further fine-tuning is required.

Lastly, fifth, the focus of this paper was to explore whether self-created film, produced
with today’s available audiovisual technologies, could assist a narrator with CCNs in gain-
ing greater conversational control, rather than the merits of the PVS as a film, although the
latter remains an interesting topic worthy of further investigation.

6. Conclusions
Today, anyone can capture moments from their perspective with relative ease, utilizing

the audiovisual technologies available on their phones and/or tablets for use as a resource
in their daily story-telling, for example, at home about a holiday or football match or at work
about a complex technical procedure. This in itself is not novel, since most people do these
things daily, young and older, but often subconsciously. For persons with compromised
communication abilities who struggle with naturally spoken or written speech, (self-created)
film may be an especially useful resource in this context, as shown in several studies in
prior research [8,28]. In visual anthropology and social semiotics, images are incorporated
into theories and methods to cross language barriers during social interactions between
people, to make, share and understand meaning [6,38].

Narrators create, select and use the most suitable resources to make meaning and,
through social interactions, share their thoughts, ideas and experiences, identified as es-
sential in film/sign production and story-sharing [7,23]. Today’s audiovisual and assistive
technology delivers the opportunity for aided narrators to create their own personal (film)
resource, a PVS, instead of using and depending on resources prepared by others, as is
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often the case with many AAC solutions and technologies. The PVS’s contextual and
detailed documentation of a past moment, such as the locations, persons, objects and/or
actions, captured from the aided narrator’s perspective, can be made available as one of
the resources during a multimodal conversational narrative. Promoting self-created film
as a resource in daily face-to-face conversations, for example, in multimodal literacy and
AAC activities, requires a better understanding of how (self-created) film functions in a
social interaction as “visual words”. This paper hopes to deliver a “proof of concept” to
assist in further research related to the potential of self-created film as a resource in daily
conversations by a diversity of film-/sign-makers, but especially for persons who have
little or no natural speech, whose stories have often been unheard or unseen.

In the present study, the aided narrator, Mike, appears empowered to convey his
messages more successfully in the presence of his PVS, and his co-narrators are observed
to respond with more accurate guesses, as shown in the positives resulting from faster
confirmations. The PVS seemed to encourage the adoption of augmenting resources such
as gestures and finger-/eye-pointing but also more linguistic, physically or technically chal-
lenging resources such as natural and computerized speech, signing and written language.
This is consistent with the work of Kress [7], Legel et al. [19] and Von Tetzchner [21] for
promoting multimodal resource use, to provide narrators with CCNs greater conversation
control. The more clearly rendered comments with PVS support, requiring fewer instances
of repair and more topic development, relate to the common principle of “least effort”.
Given that a PVS is individually captured and produced subjectively by the aided narrator,
as a film-/sign-maker, to underpin their multimodal conversations and on the foregoing
modest evidence of this case study, it seems reasonable to conclude that self-created film
provides them with opportunities for more enhanced conversational control.
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(a) asynchronous topics
(bd) communication breakdown
AAC augmentative and alternative communication
(C) comment
CCN complex communication need
(cf) confirmation
DU discourse unit
FaOC Film as Observable Communication
(g) guess
GDPR General Data Protection Regulation
(h) hint
HGS hint–guess sequence
ICIM Image–Conversation–Interaction Model
PVS personal-video-scene
(O) question/oblige
(OQ) open question
(ot) off-topic
(s) synchronous subtopics
SGD speech-generating device
(si) solicited
(ui) unsolicited information (comment)
(YNA) yes/no answer
(YNQ) yes/no question

Appendix A
The FaOC method and the related transcription-coding procedure were developed

during the “My Film, My Story” project, which took place between 2012 and 2024, in collab-
oration with people who use AAC, their families, teachers and speech–language therapists
(SLTs). The method can be utilized by the target group themselves, their families, teachers
and SLTs in both school and home settings. The project culminated in 2018, in the film
production house Cam on Wheels (in Dutch Com in Beeld, https://www.cominbeeld.nl).
Young film-/sign-makers, both with and without disabilities, make daily use of the FaOC
method, to create their personal films, but also in professional audiovisual productions.
From home and in the studio, these experts support children, teachers, SLTs and assistive
technologists with free training and (online) workshops on how to apply the FaOC method.
To study a film elicitation conversation, including multimodal resource use and interactions
with the PVS, the conversation needs to be video-recorded, to allow later transcription
and (micro-)analysis. This is described in more detail in the tutorial [19]. More FaOC
project and method information, technical advice, support, stories and videos are available
online at https://faoc.nl/en/. The first author, an ethnographic researcher/film-maker
working in the field of AAC since 2007, recorded the research project. Through participant
observation and longitudinal fieldwork, the FaOC method could be developed in daily

https://www.cominbeeld.nl
https://faoc.nl/en/
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practice at school and at home, in close collaboration with participants. The presence of a
researcher will always influence the situation, in the recognized philosophy of “breaking
the invisible wall, making it fluid” [43].

Appendix B
The paper is related to the FaOC method website: https://faoc.nl/en/. The website

offers practical (technical) tips, guidance, additional literature, videos, infographics, and
higher resolution versions of the figures.

Appendix C
Transcription scenes and abbreviations (Figure 3 and transcript scenes 1, 2 and 3)

are available at the following URLs: https://faoc.nl/en/paper-2/figure-3-transcription-
scenes-mike/, accessed on 15 January 2025.

Appendix D
The infographic is available to view at the following URL: https://faoc.nl/en/paper-

2/figure-6-infographic-mike-and-co-narrators/, accessed on 15 January 2025.
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